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ABSTRACT: Plant diseases, particularly in tomato crops, pose a significant threat to agricultural productivity, 

often resulting in severe yield losses. Traditional methods of disease detection rely heavily on manual inspection, 

which can be time- consuming and prone to human error. To address this challenge, this project applies 

Convolutional Neural Networks (CNNs) for automatic tomato leaf disease detection. CNNs are effective for 

image classification tasks and are well-suited for this problem. The system is designed to classify tomato leaves 

into ten categories, including healthy leaves and those affected by diseases such as yellow leaf curl virus (YLCV), 

bacterial spot (BS), early blight (EB), and late blight (LB), among others. 

Using a dataset of 32,500 images, the model was trained after applying preprocessing steps like resizing, 

normalization, and augmentation techniques to improve the model's performance. This automated system provides 

farmers with an efficient method for early disease detection, allowing them to take timely actions to prevent crop 

losses. The integration of this deep learning-based solution into agriculture holds great potential for enhancing 

productivity and improving crop management, especially in areas with limited access to expert diagnostic 

services. Future work may involve extending the system's capabilities and deploying it in mobile applications for 

real-time field usage. 

KEYWORDS: Plant diseases, Disease detection, Convolutional Neural Networks (CNNs), Image classification, 

Tomato leaves, Automated system, Early detection, Deep learning 

 

I. INTRODUCTION 

Tomatoes are a crucial crop worldwide, but they are highly vulnerable to diseases caused by fungi, bacteria, and 

viruses. These diseases can lead to significant crop losses and reduced quality, posing challenges for farmers who 

rely on manual inspection methods that are often slow and prone to errors. Early detection of these diseases is 

essential to prevent extensive damage and maintain crop health. 

 

The project involves building a CNN model that can classify tomato leaf images into ten categories, including 

healthy leaves and those affected by diseases such as yellow leaf curl virus (YLCV), bacterial spot (BS), early 

blight (EB), and late blight (LB). A dataset containing 32,500 labeled tomato leaf images will be used for training 

and testing the model. Preprocessing steps such as image resizing, normalization, and augmentation will be 

applied to improve the model's performance. 

The model will be trained using multiple epochs to achieve high accuracy, allowing it to learn the disease-specific 

patterns in the leaf images. Once trained, the system will automatically classify images of tomato leaves, enabling 

early detection of diseases. This early detection is crucial for farmers to take timely action, preventing the spread of 

diseases and improving crop yield. The project's ultimate goal is to provide a scalable and practical solution that 

can be integrated into agricultural practices, potentially through mobile applications for real-time field use. 

 

The purpose of our project is to introduce a technology-driven solution for detecting diseases in tomato plants for 

farmers. Many farmers still rely on traditional methods to identify plant diseases, which often yield inconsistent 

results and can lead to crop damage or reduced yields. Our project focuses on creating a website or application 

where farmers can easily up load images of their tomato plants. Using image-based analysis powered by 

Convolutional Neural Networks (CNN), the system will automatically detect whether the plant is infected and, if 

so, provide a diagnosis of the specific disease. 

 

In addition to identifying the disease, the system will offer detailed information about the causes of the disease and 

suggest solutions, including recommended pesticides and treatments.This will enable farmers to take prompt and 

informed actions to protect their crops. The goal is to enhance farming practices by incorporating modern 
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technology, making disease detection more reliable and accessible for farmers, ultimately leading to healthier 

crops and better productivity. 

 

II. LITERATURE REVIEW 

 

Farmers face significant challenges in accurately identifying diseases that affect their crops, particularly tomatoes. 

Traditional methods of disease detection often rely on visual inspections and subjective assessments, which can be 

time- consuming and prone to errors. This can lead to delayed interventions and reduced crop yields, ultimately 

impacting farmers' livelihoods. To tackle these challenges, researchers have increasingly focused on advanced 

machine learning techniques, especially Convolutional Neural Networks (CNN), to provide more effective and 

reliable disease identification solutions. 

 

In recent years, the detection of tomato leaf diseases has garnered significant attention due to its critical role in 

ensuring agricultural productivity. Several studies have leveraged advancements in deep learning, particularly 

Convolutional Neural Networks (CNNs), to address the challenges associated with disease detection and 

classification. 

 

Zhang et al. [6] proposed a CNN-based method for identifying tomato leaf diseases. The approach utilized image 

preprocessing techniques such as augmentation to enhance the robustness of the model. The CNN architecture 

demonstrated superior performance in extracting relevant features and achieved high classification accuracy 

across multiple disease categories. The study emphasized the advantages of CNNs over traditional machine 

learning methods, particularly in handling complex and diverse datasets. 

 

Brahimi et al. [7] explored deep learning techniques for tomato disease classification and visualization. Their 

research focused on using advanced CNN models to accurately classify diseases while providing visual 

interpretations of the results. This approach not only improved classification accuracy but also enhanced the 

interpretability of the model, which is crucial for practical applications. The study highlighted the importance of 

visualization in understanding and validating model predictions, making the system more user-friendly for end-

users such as farmers. 

 

These studies underscore the potential of deep learning-based approaches in developing efficient and reliable 

systems for detecting and classifying tomato leaf diseases. The integration of preprocessing, robust model design, 

and visualization techniques provides a foundation for creating practical solutions to support precision agriculture. 

 

III. SYSTEM ARCHITECTURE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.1 system architecture 
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The user will provide the required image through web interface. Once the input file is given to the model, it will 

process the file such as it will extract frames and will resize the image. After that model will extract features from 

each frame. Then the extracted data will be given to CNN model which will classify and detect the image of tomato 

leaf. After detection the output will be given through web interface whether the plant is infected or not. 

 

• Web App Interface: This is the interface that users, such as farmers, interact with to upload leaf images. It 

serves as a gateway for users to input data into the system. 

• Capture/Upload Image: Users can either capture an image using a device camera or upload an existing image 

of a leaf. The image is then processed further by the system. 

• Image Pre-processing: This stage involves preparing the image for analysis, such as resizing, normalization, 

and noise reduction to enhance its quality and ensure uniformity. 

• Data Augmentation: To improve the performance of the model, data augmentation techniques like flipping, 

rotating, or altering brightness might be applied. This helps in artificially expanding the dataset by creating 

modified versions of the uploaded image. 

• CNN Model (Convolutional Neural Network) and Inception V3: The core of the system where the machine 

learning happens. The CNN model, specifically using Inception V3 architecture, is responsible for extracting 

features from the image (like patterns, textures) and classifying the leaf as healthy or diseased. 

• Feature Extraction & Classification: Features extracted from the image during the CNN processing are used to 

classify the image. The system identifies which features correlate with specific diseases. 

• Leaf Disease Detection: Finally, the system delivers the result, detecting the presence and type of disease 

affecting the leaf. 

 

IV. METHODOLOGY 

 

To accurately detect tomato leaf diseases, a deep learning-based approach using Convolutional Neural Networks 

(CNNs) is implemented. The process involves multiple steps, including data collection, preprocessing, model 

training, evaluation, and deployment. Image data is prepared through resizing, augmentation, and normalization. A 

CNN model extracts features from leaf images and classifies them into disease categories. The trained model is 

evaluated using accuracy metrics and then deployed as a web-based system for real-time disease detection. The 

following sections detail each step of the methodology. 

 

Fig 4.2 CNN Architecture 
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Convolutional Neural Networks (CNNs) are widely used for image-based disease detection in plants. The process 

begins with an input image of a tomato leaf, which undergoes multiple convolution and pooling layers to extract 

important features such as texture, color, and patterns associated with different diseases. These extracted features 

are then processed through fully connected layers to classify the leaf as healthy or affected by a specific disease. 

This automated approach enhances accuracy and efficiency compared to traditional manual inspection, making 

it a valuable tool for farmers and agricultural experts. 

1. Input Layer 

• The model takes an image of a tomato leaf as input. 

• The image is resized (e.g., 128x128 or 224x224 pixels) to ensure consistency across the dataset. 

 

2. Convolutional Layers 

• These layers apply multiple convolution filters (e.g., 3×3 or 5×5) to extract important features such as 

edges, textures, and patterns related to leaf diseases. 

• Activation Function: The ReLU (Rectified Linear Unit) function is applied to introduce non-linearity, 

improving the model’s ability to learn complex features. 

 

3. Pooling Layers (Max-Pooling) 

• These layers reduce the spatial size of feature maps, making computations more efficient. 

• Max-pooling (2×2 or 3×3) is commonly used to retain the most important information while reducing 

dimensions. 

 

4. Dropout Layer (Regularization) 

• Dropout randomly deactivates some neurons during training to prevent overfitting. 

• Example: A dropout rate of 0.5 (50%) ensures the model does not memorize training data but generalizes 

well to unseen images. 

 

5. Fully Connected (Dense) Layers 

• The extracted features are flattened into a 1D vector and passed through fully connected layers to make 

predictions. 

• Activation Function: ReLU is used in hidden layers. Softmax is applied in the final layer for multi-class 

classification (e.g., Healthy, Early Blight, Late Blight, etc.). 

 

6. Output Layer 

• The model provides the final classification result, identifying whether the tomato leaf is: Healthy, Infected 

with a disease (e.g., Late Blight, Early Blight, Leaf Mold, etc.) 

 

7. Model Training & Optimization 

• Loss Function: Categorical Cross-Entropy (for multi-class classification). 

• Optimizer: Adam (Adaptive Moment Estimation) for efficient learning. 

• Metrics: Accuracy, Precision, Recall, and F1-score are used to evaluate performance. 

 

http://www.ijmrsetm.com/


International Journal of Multidisciplinary Research in Science, Engineering, Technology & Management (IJMRSETM)  

                                                      | ISSN: 2395-7639 | www.ijmrsetm.com | Impact Factor: 8.214 | A Monthly Double-Blind Peer Reviewed Journal | 

| Volume 12, Issue 3, March 2025 | 

IJMRSETM©2025                                                           |  An ISO 9001:2008 Certified Journal   |                                               827 

 

 

 

 

Fig 4.2 CNN model processing 

 

i. Data Collection 

• A publicly available dataset containing images of tomato leaves is used, including both diseased and 

healthy samples. 

• The dataset is sourced from platforms such as Kaggle, ensuring a diverse range of leaf conditions for 
robust model training. 

 

ii. Data Preprocessing 

• To standardize the input data, all images are resized to a uniform dimension. 

• Various data augmentation techniques, such as rotation, flipping, and brightness adjustment, are 

applied to enhance model generalization. 

• Additionally, pixel values are normalized to improve training efficiency and stability. 

 

 

iii. CNN Model Design 

• The model is designed using a Convolutional Neural Network (CNN) architecture consisting of 

multiple convolutional layers followed by max-pooling layers. 

• Relu activation is used in hidden layers to introduce non-linearity, while dropout is applied to 

reduce overfitting. 

• The final classification is performed using fully connected layers with a softmax activation function 

for multi- class categorization. 

 

iv. Model Training 

• The dataset is divided into training, validation, and test sets to evaluate model performance effectively. 

• The training process employs categorical cross-entropy as the loss function and the Adam optimizer 

for weight updates. 

• The model is trained over multiple epochs, with validation accuracy and loss monitored to 

optimize performance. 

 

v. Model Evaluation 

• The trained model is assessed using key evaluation metrics, including accuracy, precision, recall, and 

F1- score. 
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• A confusion matrix is analyzed to identify misclassifications and refine the model accordingly. 

 

vi. Deployment 

• The final model is integrated into a web-based application, allowing users to upload images of 

tomato leaves for real-time disease detection. 

• The system provides disease identification along with recommended solutions. 

• Post-deployment, feedback is gathered from farmers and agricultural experts to identify 

potential improvements. 

• Iterative refinements are applied to both the model and the user interface. The system’s 

performance is compared with traditional manual inspection methods to validate its effectiveness in 

disease detection. 

 

V. RESULT AND DISCUSSION 

 

 

Fig 5.1 : Result 

 

The front-end of the AI-powered Tomato Leaf Disease Detection system is designed with a simple and intuitive 

interface for users to upload images of tomato leaves. Users can drag and drop an image file into the designated 

upload area or click on "Click to Upload" to select a file from their device. Once the image is uploaded, the model 

processes it, and the results are displayed on the screen. The result will show whether the plant is "Healthy" or 

display the name of the specific disease detected. 

 

Disease Detected: 

Early_blight 

Confidence: 97.70% 

Information and 

Solution: 

Early Blight in Tomatoes: Overview 

Early blight, caused by the pathogen Alternaria solani, is one of the most common fungal diseases affecting 

tomatoes worldwide typically appearing on older leaves first. This fungal disease thrives in humid environments, 

warm temperatures, and high plat 

Symptoms and signs of early blight 

• Early blight initially targets older leaves and leaflets, which develop yellowish patches and finally turn brown 

before dying. 

• Leaf lesions can be angular resembling a target or have concentric rings, often with a dark brown or black ring 

around them 

• Infected leaves may droop abnormally and fall prematurely 
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VI. CONCLUSION 

The Tomato Leaf Disease Detection project effectively combines advanced technology to help farmers identify and 

manage diseases affecting their tomato crops. Through a user-friendly web and mobile application, farmers can 

upload images of their plants and receive quick, accurate diagnoses using Convolutional Neural Networks (CNNs). 

The system not only provides information about the detected diseases but also recommends treatment options. 

 

By addressing the limitations of traditional farming methods, this project empowers farmers with timely 

information, improving their disease management practices and increasing crop yields. Overall, the initiative 

promotes sustainable agriculture and enhances productivity within the farming community. As we continue to refine 

the system, we aim to ensure its effectiveness and reliability, ultimately benefiting both farmers and the agricultural 

sector. 
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